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Introduction

DeinoMPI is an implementation of the MPI-2 standfmdMicrosoft Windows originally
derived from the MPICH2 distribution from Argonnafibnal Laboratory.

System requirements:

Windows 2000/XP/Server/Vista/7

NET Framework 2.0

Features

« UNICODE support. All the functions that take chargyuments now have a
second version that takes wchar_t*. DeinoMPI iplemented using wide
characters and provides wrapper functions for ASG4#r * strings. The name
conversion is taken care of automatically with maan mpi.h so all the user
program has to do is define UNICODE and compileesEhare the dual
implementation functions (The C functions are tistead the C++ equivalents
also have wide character versions):

o MPI_Add_error_string
MPI1_Close_port
MPI_Comm_accept
MPI_Comm_connect
MPI_Comm_get_name
MPIl_Comm_set name
MPI_Comm_spawn
MPI1_Comm_spawn_multiple
MPI1_Error_string
MPI_File delete
MPI1_File_get_view
MPI1_File_open
MPI1_File_set_view
MPI_Get_processor_name
MPI1_Info_delete
MPI_Info_get
MPI1_Info_get_nthkey
MPI_Info_get_valuelen
MPI1_Info_set
MPI_Init
MPI1_Init_thread
MPI1_Lookup_name
MPI1_Open_port
MPI_Pack_external
MPI1_Pack_external_size
MPI_Publish_name
MPI1_Register_datarep
MPI_Type_get_name
MPI_Type_set_name



MPI1_Unpack_external
MPI1_Unpublish_name
MPI1_Win_get_name
MPI_Win_set_name

» Collective operations have been optimized for dissof SMP machines. The
collective operations have been optimized to minemetwork traffic when
multiple processes reside on each node. The neetifuns only affect
MPI1_COMM_WORLD but in the future this support wile extended to derived
communicators. For the beta release this functitynas to be turned on by an
environment variable. If you want to try it outdatenv
DeinoMPI_USE_SMP_OPTIMIZATIONS 1" to your mpiexeanemand line.

« A secure and robust process manager. The DeinpRMedss manager) uses
public and private keys to establish secure commesbetween machines in the
cluster. All traffic between the process manageencrypted. Each user
controls their own keys (similar to the way theyulbfor ssh).

« An abort callback function has been added. Thasel for a function to be called
asynchronously when a job is about to be aborfde: current implementation
uses this function to write out logging buffersdiek before the process is killed.
The subsequent log files contain more data asudtres

« Singleton init supports MPI-2 spawn functions. VPl allows single
processes started without the process managel theapawn functions just as
if it had been started by mpiexec. In other woildgou start your application like
this, “mpiexec —n 1 myapp.exe”, or like this, “myagxe”, both applications can
call MPI_Comm_spawn.

- DeinoMPI has a callback function that can print it state of the MPI message
gueues and the recent MPI function call historg afinning job. This can be
useful for developers when a job hangs and they wesee what MPI messages
the processes are waiting on and what MPI funatails they have made.

- DeinoMPI supports directory staging. DeinoMPI capy a directory and its
sub-directories out to the worker nodes befordiataa job. Then after the job is
finished any modified files in the directories dancopied back to the source.
This can be useful to push out executables andfitlgdor a job before it starts.

Installation

Download DeinoMPl.msi and run it on each machingauar cluster. The installation
process is identical on all machines and you mestrbadministrator to install Deino
MPI1 on a machine. In addition to the softwaredii#s and tools a process manager is
installed as a Windows service. This action rezgiadministrator privileges. Once the
package is installed on the machines all usersisarDeinoMPI even if they don’t have
administrator privileges.

Note on Windows Vista/7:

Currently on a Windows Vista or Windows 7 machine installer cannot start the Deino
Process Manger service because the installer amsiands with limited privileges even
when the user has Administrator privileges. Se theéans that you have to go to the
Services management console after installing Deipbahd start the DeinoMPI Process



Manager service on each node before Deino MPIgabsbe run (or you can reboot the
machines and the service will start automaticalllfjle management console can be
started by right-clicking Computer from the Stadgma and selecting “manage”.
Navigate to the DeinoPM service, right-click anteseStart.

User setup

After you install the software on all the machieesh user will need to create a
Credential store. This store will be used to selguaunch jobs. Mpiexec will not run a
job without a Credential Store and the GUI toollwirlompt the user to create a store the
first time it is run. Users can use the DeinoMRIwdol to create a Credential store or
they can use the command line tool, create cremlestore.exe, to create the store.

By default all users have access to all machinesrgvDeinoMP1 is installed and
can launch jobs on any machines where they haveagseunts. If you want to restrict
user access to machines you can use the managie _jgels.exe command line tool.
Have an administrator run the following two commsid each machine that you want
restricted access to:

1) manage_public_keys.exe /auto_keys false

2) manage_public_keys.exe /clear_all
At this point no users will have access to the nreesh Then the administrator can add
users one by one using the public key from eacHsu€eedential store. Have each user
export their public key from their Credential stoing the GUI tool or the
manage_public_keys.exe command line tool. The canthiine would be something
like this:

manage_public_keys.exe /export mypubkey.txt
Then send this file to or point the administratwtttis file. The administrator can add
access to the user using the following command:

manage_public_keys.exe /import mypubkey.txt
This command is local to a machine and must bewggddy a user with administrator
privileges on the machine. Since the commanddal lib must be executed on each
machine in the cluster that you want the user tezacess to. Once the user’s public
key has been imported on one or more machinesinltister then the user can use
mpiexec or the GUI tool to launch jobs on those mraes.

Tools

The following tools are installed:
* Mpiexe.exe — The MPI job launcher
* DeinoMPIwin.exe — The GUI interface which includepiexec job launching
functionality and setup and management tools
* DeinoPM.exe — The process manager service
* Command line tools:
0 create_credential_store.exe
0 manage_credentials.exe
0 manage_public_keys.exe
* Jumpshot — A Java tool to view log files createcwMPI jobs are profiled



Security

All communication used during process startup aadagement is encrypted. The
public and private keys in each user’'s Credent@ksare used to establish secure
connections between machines in the cluster. €lge &re used to encrypt a session key
which is then used to encrypt and decrypt sessia. dThe private keys currently are
2048 bit and the session encryption uses the R(@&S) algorithm.

Files

The following sub-directories are created in theaton you choose to install DeinoMPI:
bin, include, lib, examples and java. The bin clioey contains the executable files
mpiexec.exe and DeinoPM.exe and Jumpshot.jar andaimmand line tools. The
include directory contains the header files requteecompile MPI applications. The lib
directory contains the libraries required to linlPMapplications. The examples directory
contains pre-compiled example applications andcgocode for each. Read the
examples.pdf file for a description of all the exdes. The java directory contains the
manual for the Jumpshot log viewing applicatiorheTlls used to implement DeinoMPI
are installed in the Windows system directory. Tassemblies used are installed in the
GAC (Global Assembly Cache), DeinoMPI.dIl and DéiRadll.



Compiling Applications

Compile your MPI applications using the followingarmation. Set your include path to
include the DeinoMPN\include directory. Set yoilorary path to include the
DeinoMPNIlib directory. Link your C applicationsitty mpi.lib from the lib directory.

Link C++ applications with the cxx.lib and mpi.liibbraries. Link Fortran applications
with DeinoFMPL.lib.

There are several versions of the Fortran linlaliles to support common name
mangling and calling conventions used by varioudgr&o compilers. The following
libraries contain the specified formats:

* DeinoFMPL.lib — MPI_INIT and mpi_init_. All capitaxternal names and all

lower case external names with a trailing undeescéiunctions use the C
calling convention. There is a Unicode versionhig library also —
DeinoFMPIu.lib. The Intel compiler uses this fotraa of the 8.x series. The
Portland Group compiler uses the lower case format.

* DeinoFMPIs.lib — MPI_INIT@4. All capital externahmes. Functions use

the stdcall calling convention. Visual Fortran @ses this format.

* DeinoFMPIg.lib — mpi_init__. All lower case extatmames with two

trailing underscores. Functions use the C caltimgvention. g77 uses this
format.

For examples using specific compilers see the caopaDeinoMPI compilers
document.



Running Applications

You can use the graphical DeinoMPIlwin.exe or mpiexee from the command line to
start MPI jobs.

DeinoMPIWin.exe

This multi-purpose tool can be used to start MBkjonanage the user’s Credential
Store, search the local network for machines wgmbMP1I installed, verify the mpiexec
inputs to diagnose common job problems, and vienDitinoMPI web page for
information such as help pages on all the MPI fiomst

Mpiexec tab
The main page is used to start and interact with jols.
DeinoMPI 200 | Ll P o [SlE i)
' Mpiexec | Credential Store | Cluster | Verfy job | Web |
[ application | C:\Temp'mpiteststasync axe &
[ eeate || Besk | 2] Numberofprocesses astton ~  Credential Store Account
] more cptions Load Job | | SaveJob

General | Directory Staging | Configuration File |
Hosts: Format: "hostA hostBonprocs ...", example; TigerPC:2 LionPC

[T Jocalonty (all processes will be launched on the local host)

[7] localmoot the root process will be launched with the ability to interact with the desktop)
Environment vanables: Format: “env=val envZ=val? ", example: MAXX=100 MAXY=200
DeinoMPI_USE_CALL_HISTORY=1 DeinoMPI_USE_SMP_OPTIMIZATIONS=1
Working directory:

.C:\Temp\rnp'rtests | |

Metworle drive mappings: Format: "z:\\server'share"

[¥] Add MPI History

[¥] Add SMP Optimizations {many collective operations have been optimized for multiple processes per node)
[ Prirt the exit codes of each process

[[] Use MPEto generate a log file of all the MP1function calls Jumpshot

sock = channel

Show Messages

The mpiexec tab contains the following sections:
» Application button and text box
o Enter the full path to your MPI application herEhe path must be valid
on all machines in the job. If you specify a lopath like,
C:\temp\myapp.exe, then you must copy myapp.exd tbe nodes in the



job before executing the job. DeinoMPI does ndiplocal files out to
the nodes for you unless you use the directoryirggagptions.

o If you enter a network path to an executable yadrte make sure you
have enough licenses on the server to host theitatde. For example if
the application is specified like this, \mysermeyshare\myapp.exe, then
you need to make sure that the host myserver ragyarlicenses to serve
myapp.exe to all the nodes in the cluster. Wind¥®<only allows 10
network connections to a file. If you plan on rumgnjobs this way with
more than 5 processes then you probably need onoéeng Windows
Server on the myserver machine.

o Click the Application button to browse to the laoatof your executable.

Execute button

o Click this button to start the job. The outputaavell turn green while the
job is running and output will be displayed thehou can also type into
the output area and the characters will be sethtet@oot process in the job
each time you hit enter.

Break button

0 This button can be used to abort a job and kilthelprocesses.
Number of processes spinner

0 Use this control to enter how many processes yau tedaunch.
Credential Store Account selection box

0 Select the user credential to launch the job untfgrour Credential store
does not contain any user credentials then youbsilbrompted to enter a
user account when you click the Execute button.

More options check box
0 This box expands or contracts the extra contraa.ar
Hosts edit box

o Enter the hosts here where the job is to be lauhcHehis is left blank
then the default hosts are used. If it is bland there are no default hosts
then the local host is used. Hosts are selected this list in a round
robin fashion from left to right. If you want motigan one process to be
deposited on a host before moving on to the nest yau can specify this
by adding a colon and a number to the host namoef y®ur list looked
like this:

* hostA hostB:2 hostC

0 Then hosts would be selected like this: hostA h¢siBtB hostC hostA

hostB hostB hostC hostA ...
Localroot check box

0 Check this box to have the root process in thgpobcess 0) launched
directly from the current process bypassing the@ss manager. This
means that the process will run under the samesntiads as the current
process which may or may not be the one selectedl fine Credential
store. It also means that the process will hazessto the console so it
can do things like bring up windows and interadtwthe user.

Localonly check box



0 Check this box to cause all processes to be lauhachehe local machine.
All host information will be ignored and all theqmesses will be launched
locally.
Environment variables edit box
o Enter a list of environment variables and theiuesl here to be set in the
environment of each process in the job before ealdunched. The
format is var=val var2=val2 ...
o If either the variable name or value has spacéddfen they must be
guoted like this: “my name”="John Doe”
Add call history check button
o0 This helper button adds or removes the environmarable used to
control the MPI call history debugging option. Wihis environment
variable set all MPI function calls are printedatointernal ring buffer
while the job is running. Then you can click tHeo® Messages button
and the call history will be printed out for eadlogess. The default is to
save 32 calls per process. If you want to redoisertumber you can set
the variable DeinoMPI_CALL_HISTORY_SIZE=num_entriegou can
set this value to a number between 1 and 32.
Add SMP optimizations check button
o0 This helper button adds or removes the environmarable used to
control the SMP optimizations for the collectiveeogtions. With this
environment variable set the communication pattéonghe collective
operations are modified to minimize the networlkfitaon clusters of
SMP machines. When jobs are run with multiple psses per host node
the collective operations can be broken into tvepsta node phase and a
network phase, thus minimizing the network traffircd speeding up the
operations. As of the 1.0.7 release the optimimadtions are
MPI1_Bcast, MPI_Barrier, MP1_Allreduce and MPI_Gatlad they only
apply to MPI_COMM_WORLD. To turn on all optimizatis use the
variable DeinoMPI_USE_SMP_OPTIMIZATIONS=1. To twn
individual options use DeinoMPI_SMP_BCAST=1,
DeinoMPI_SMP_BARRIER=1, DeinoMPI_SMP_GATHER=1 or
DeinoMPI_SMP_ALLREDUCE-=1.
Working directory edit box and browse button
o Enter the path to the working directory to be sfble each process is
launched. Use the browse button to select a dingcising a GUI.
Network mapped drives edit box
o Drive mappings entered here will be mapped befaoh @rocess is started
and removed after the processes exit. The forsnadiive>:<share path>.
For multiple mappings separate them with semi-calofhe following
example shows two mappings: z:\\myserver\myhomajyserver\mydata
Channel selection box
0 Select the channel to use for inter-process comeation. The default is
the sock channel and is valid for all cases.
0 Sock — TCP/IP socket channel



= This channel uses TCP/IP sockets to communicateclest
processes.
0 Shm — shared memory channel
= This channel can only be used on a single machidenly scales
up to about 8 processes
0 Sshm — scalable shared memory channel
= This channel can only be used on a single machine
Exitcodes check box
0 Select this option to print the exit codes of h# processes when the job
exits.
Log check box
0 Select this option to use the MPE wrappers to eradog file of the MPI
job. When the job completes a clog2 file will beated in the same
location as the MPI application and will have theng name as the
application with .clog2 appended to the end. Tymncan use Jumpshot
to view this file. Jumpshot will convert the .cible to a .slog2 file
before viewing.
Jumpshot button
o If you have Java installed on your machine thigdsuwill launch the
Jumpshot viewer and pass it the name of the .dlogyflle created from
the last MPI job.
Show Messages button
o While a job is running this button is available.h& you click it a
message is sent to all the processes in the jolbhaydeply with
information about the state of their internal MRdsRage queues. This
information is then appended to the output areau dan use this
information to see what processes are waiting fBil Messages and a
small amount of information about each messages MRI function call
history will also be printed for each process & #nvironment variable,
DeinoMPI_USE_CALL_HISTORY, is set.
Load Job button
0 You can load job information into the dialog fronfila previously saved
using the Save Job button.
Save Job button
0 You can save all the information entered in théodjdo a file.
Use config file checkbox and input box
o If you select the “Use config file” checkbox youncspecify a standard
MPI-2 configuration file to describe the job. Whis option is selected
all the other members of the dialog are disablexdbse all the job
description comes from the specified configurafim The format of the
file is the same as the command line argumentspiexac. When
specifying arguments to mpiexec sections are stguhlyy the colon
character. These sections are placed on indepelesnin the
configuration file and colons don’t have speciabmeag. Blank lines are
ignored and lines starting with the # charactercaresidered comments.



The following is an example of a simple configunatfile that starts five
processes:

0 #sample job

0 -n 1 -host HostA C:\temp\master.exe

0 -n 4 C:\temp\worker.exe

» Use Directory staging checkbox and associated ifigldis.

o If you select the “Use directory staging” check lib&n you can enter the
information necessary so you can stage a directoll the nodes in your
job. Enter the source directory where you wamssfiio be copied from.
Select the “Copy sub-directories” check box if yeant sub directories
under the source directory to be copied also. rEhtedestination
directory where you want the files copied to ontladl nodes. If you leave
this field blank then the destination will be tteere as the source. You
can limit which files will be copied by enteringadldcard specification.
For example if you enter *.txt then only files tleatd in .txt will be copied
(the default is all files *.*). The files and dat@ries are copied out to the
nodes before the job starts. After the job endsgan copy any modified
files back to the source directory if you selee tGopy modified files
...” checkbox. When files are copied back to thersethey will
overwrite files in the source directory. But iktle are files created on the
nodes with the same names they will be renamed wbgeied back to the
source so they don’t clobber each other.

o For example: If you had a directory on a servehwiur executable and
data files you could enter the directory in therseiedit box like this:
\\myserver\myshare\myjobl. Then you could entexcal location in the
destination directory field like this: c:\temp\jabThen you could enter
into the application field the name of your job ext&ble relative to the
local directory like this: c:\temp\job1l\myapp.eXé&/hen you click execute
to start the job the first thing that happens erhyjobl directory is
copied to all the nodes. Then the job will run arftér the job finishes if
you selected to copy the modified files then anylifed or new files in
the c:\temp\job1 directory will be copied back te source directory,
\\myserver\myshare\myjob1.

0 The source doesn’t have to be on a server. Yold@nier a local
directory to be copied to all the nodes like: aadietd\parallel\sim123.

e Output area

0 The output area displays output from the currenthning job. It turns
green while the job is active as a visual queuaduate that the job is
running. You can type into this area and the inpiltbe forwarded to the
root process in the job each time the enter k@yassed.

Credential Store tab
The Credential Store tab is used to manage themuuser’s Credential Store.



i DeinoMPI

M Credential Store |c:|uster —

Location
S (o) sy |
Credentials Add Credertial Keys
ashton2 Aok Public Key hash:
ashton |3CE43AAB3FCAD37B1C218C5E563 | [ export |

I:I Password I you believe your keys need to be replaced
{compromised, policy, etc) you can do so here.
The new public key will need to be distributed
to the machines in your cluster.

[] enable create > Create New Keys

[] enable create store options

If you do not have a Credential Store created ##ect the “enable create store options”

check box and more options will be available. Bhagtions are hidden by the check box
because they are usually only needed once by thentwser the first time DeinoMP1I is

run.



i DeinoMPI

mpiexec | Credential Store | cluster | web

Location
Password login e
Credentials Add Credertial Keys
ashton2 Aok Public Key hash:
ashton 3CE43AAB3FCAD37B1C218C5E563

Pasaword I you believe your keys need to be replaced
{compromised, policy, etc) you can do so here.
The new public key will need to be distributed
to the machines in your cluster.

[] enable create > Create New Keys

enable create store options
Create a Credential Store

High securty Secure and convenient Create Credential Store
Password Encryption Location
(%) Password protect private key (#) Windows ProtectData AP () Removable media w
O symmetric key O Registry
) Mo password ) no encryption () Hard drive E]

Creating a credential store

Click the “enable create store options” check lmgrnable the creation fields
Select your choice from the three sections and thiek Create Credential Store
The three sections are
1. Password
a. If you select a password then the Credential stareonly be accessed by
entering this password. This is the most secutierput it requires that
you enter this password every time an MPI job s rlihe password is not
stored anywhere so you have to enter it for evaly |
b. Selecting no password protection makes using M&ieeto use but
slightly more vulnerable. With no password, anggram run by the
current user can access the Credential store. uBhiglly isn’t a problem
if you know you are not running any malicious safte.
c. Even with no password your Credential store i$ stit available to other
users if you select encryption.
2. Encryption
a. Select “Windows ProtectData API” to encrypt youe@ential store using
the current user’s encryption scheme provided bydMivs. This ensures
that your Credential store can only be accessggbyvhen you are
logged in.
b. If you selected a password for your store thengaruselect the
symmetric key encryption format. This encryptiaes the password to



create a symmetric key to encrypt the Credentoakst This encryption is
not user specific so any user who knows the pasbeam access the store.

c. The “no encryption” option is not recommended. sTtption stores the
data in the store in plain-text that anyone cams&c With this option it is
your responsibility to protect the Credential stihe

3. Location

a. Select the Removable media option to save the stoeeremovable
device like a USB thumb drive. If you select thgion then MPI jobs
can only be started by the current user when tig ds inserted in the
machine. This can be a security enhancement giecaser controls
window of time when the Credential store is avddalf this is combined
with a password and the Windows ProtectData APhgrion then the
device is also quite safe in case it is lost omphaced.

b. You can use the hard drive option to save the stoeespecific location
on your machine. The browse button lets you gicglyi navigate to a
directory. This option also allows you to navigaieny location
including a removable media device.

c. Select the Registry option if you want to savedtoge in the current
user’s Windows Registry hive.

Recommendations:

If you want the highest security option it is rewoended that you select a
password, the Windows ProtectData APl and savsttite to a removable USB thumb
drive. Click the green High Security label to aunadically select these settings.

If you want high security and convenience it isai@mended that you select no
password, the Windows ProtectData API and savettire to the Windows Registry.
Click the yellow Secure and Convenient label toendtically select these settings.

Once you have created a Credential store you sanhe rest of the fields in the
Credential store tab to manage the store. Youwaddmand remove user names and
passwords from the store using the Add and Remaoiteris.

If your store is password protected then you maléd to enter the password into
the password box and click login before you wi@access to the store.

You can change the location of your Credentialestsing the location section.
This is useful if you have created multiple storésr example you may want to switch
between a store saved to the Windows Registry aathar store saved on a USB thumb
drive.

The Keys section shows the hash of the publicikgypur store. You can export
the public key to a file by clicking the export tart. This file can then be imported into
the PublicKey store on other machines in your elusthis is required if you select the
option to deny unknown public keys when connectonhachines in your cluster. The
default behavior is to automatically distribute peileys when connecting to machines
for the first time. If you disable the automatmtion then you will need to import the
public key of each user that is allowed to run jobhsa machine. Public keys can be
imported into the local PublicKey store on each hirae by an administrator using the
manage_public_keys.exe command line tool.



You can also change the public and private keysur store. Since this is an
uncommon option it is protected by two clicks. sEselect the enable create check box
to enable the button to create new keys. Thek thie Create New Keys button and the
keys will be replaced in your store with new on&sis option is provided in case your
keys are compromised for some reason. You mayhage security requirements that
require you to change the keys at certain intervellsw you decide to manage your keys
and Credential stores is up to you.

Cluster tab

The cluster tab is used to view the machines om pmal network and see what version
of DeinoMP1 you have installed.

I3 DeinoMPI 1.0.4 =13

mpisxec | Credential Stors | cluster |weh

Daomain: “ [ Get host names ] [ Scan hosts ] [ Reset hosts ] View: i

Host: | Addhost || Clearhostlist | [ Savelist || Loadlist |

GRASS

Microsoft Windows ¥F Professional
5.1.2600

Win32 - X86based PC

CPL): xBE Family 15 Madel 7 Stepping 10
CPU name: AMD Athlonim) 64 FX-55
Processor

MNumber of CPUs: 1

Physical memoary: 2 Gigabytes

Free disk space: 259 Gigabytes

IP: 140.221.18.131

IP: 152.168.123.131

NIC speed: 1 Gigabit

NIC speed: 1 Gigabit

DeinoMP1: 1.0.4

MPIWIN32

The cluster tab contains the following items:

» Domain dropdown input box. If your network is pafta domain you can input
the domain name here and then click the get hasesdutton to retrieve the host
names from the domain controller. When you sdleedrop down arrow the tool
gueries the network for available domains and dldels to the list. This
operation can take a while.

* Get host names button. After entering a domainengnthe domain box click
this button to query the domain for host namesaadithem to the host list.

» Scan hosts button. Click this button to quenytadl hosts in the host list to see if
they have DeinoMPI installed. This operation takésng time and processing
goes on in a background thread. Hosts where Deiiad/installed turn red or
blue. Blue hosts have DeinoMPI installed but & idifferent version from the
one installed on the local machine. The versistailed must be the same on all



the nodes in order to run jobs so only red machtaesparticipate in jobs. Hosts
where DeinoMPI is not installed turn grey. If yadd more hosts to the list and
then click the scan button again, only the hosis lave not been previously
scanned are scanned.

Reset hosts button. Click this button to resetha&llhosts in the list to an un-
scanned state. After clicking the reset buttogoif click the scan button all the
hosts will be scanned.

Host input text box. Use this box to enter hoshes.

Add host button. After entering a host name ih®host input text box click this
button to add the host name to the list.

Clear host list button. The clear button removkkasts from the host list.

Save list button. Click this button to save a#l tiosts in the list to a file. Any
scanned information is also stored in the file.

Load list button. Click this button to load a hbist from a file that was
previously created using the save list button.sTauseful for large lists of hosts
since the scan operation is quite time consumimghasts usually don’t change
their configuration often.

View dropdown selection box. Use this option boxietermine how the hosts
are presented in the host list area. The two nptaye Large icons and Detalils.
The large icons option shows icons and host nambs.details option shows the
hosts in a list with small icons and columns fackepiece of host information.
Clicking the column headers will sort the list bdhem the selected column.
Hosts list. The host list area shows all the hastsany scanned information
about the hosts in various views. Red hosts hamdMPI installed on them.
Blue hosts have a version of DeinoMPI installedteem that does not match the
version installed on the local host. Grey hostsidibhave DeinoMPI installed
and white hosts have not been scanned yet. Whealigk an individual host it
will be scanned and the resulting information Wil presented in the host info
area. While a host is being scanned a questiok apgrears on the machine icon.
If you select one or more hosts then a context nb@tomes available using the
right mouse button. Right click the selected hasis you can perform any of the
following actions:

0 Send the selected host names to the mpiexec tais.agtion puts the
selected hosts in the hosts text box of the mpigadec Then when you
launch a job these hosts will be used to host thegsses.

0 Scan the selected hosts. This option will scathallselected hosts. If the
hosts have already been scanned they will be agskescanned again.

0 Remove the selected hosts. This option will remadi/éhe selected hosts
from the host list.

0 Reset the selected hosts. This option will remaowescanned information
and return the selected hosts to a pre-scan unkstata

Host info area. When an individual host is sel@¢he information about that
host is presented in the host info area. If th&t has DeinoMPI installed on it
then there will be a list of resources availabldgtmhost presented here. If the
version of DeinoMPI installed on the host doesmatch the version installed
locally the tool will not be able to retrieve amfarmation about the host other



than the DeinoMPI version string. If DeinoMPI istinstalled on the host then
only the host name will be displayed and a messatieating that DeinoMPI is
not installed.
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mpiexec | Credertial Storel cluster |web

Daomain: | v| l Get host names ] l Scan hosts ] l Reset hosts ] View: |Detai|s v|
Host: | |[ Addhost || Clearhostiist | [ Savelist || Loadiist |

MP'W' N32 Host name Ve.. | ARCH ARCH2 HCPU | Memony gi... IP
The version of DeinaMP nstaled doss GHASS 104 Wind2 XB6bas.. 1 2146684928 yes 140
not match the version installed locally. In
order to launch jobs the versions must CLOVEH 104 Win32 X86bas. 2 2073567872 yes 15z
match.

= LawWN 104 Wingd xBdbas.. 1 535183360 15z

DeinoMPI: 1.0.0 e e yes

Verify Job tab
The Verify Job tab is a diagnostic tool to checknake sure the information provided in
the Mpiexec tab describes a valid job that will amyour cluster. It does not run the job
but it parses all the information, contacts thethiasd verifies that the job will be able to
run. It can find the following problems with a job

* Missing executables.

* Bad user name or password.

* Missing dynamic link libraries.

* Invalid host names.

* Hosts where DeinoMPI is not installed or the varsidon’t match.
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Mpiexec | Credential Store || Cluster | Werfy job | Web

Werify Verify the job described in the mpiexec tab

hopper ‘Warking directory: C-\temp'test
1 clover
c! irass ERROR: Path naot found: C:-\empcpijobh\cpijob exe
WARNING: Warking directory not found: C:\temp'test
ﬁl hoiﬁr 2 hopper
Command line: C:\tempcpijobcpijob exe
WARNING: Working directory not found: C:\temp*test
_ 3 mpiwin32
ERRCR: Version mismatch: 1.0.6 does not match 1.0.7
_ 4 grass
Command line: C:\tempcpijobcpijob exe
‘Working directory: C:\temp’test
_ 5 clover
ERROR.: Path not found: C:\empcpijobcpijob .exe
WARNING: Working directory not found: C:\emp“test
& hopper
Command line: C:\tempcpijobcpijob exe
WARNING: Working directory not found: C:\emp‘test

When you click the Verify button the informationtime Mpiexec tab is parsed as if the
job were to be run and then the hosts are contactédnformation is collected. The
results for each process in the job are providelist with the last entry used to display
all the information for all processes. The proessare color coded to quickly ascertain
the results. Green processes will run withoutgnoplems. Red processes will not run
due to one of the problems mentioned in the abolleted list. Yellow processes will
probably run but have warnings. For example ifaaking directory does not exist on a
host a warning will be displayed but the procedksiiil run. If a delay loaded dli
dependency is detected in the executable and filhatrobt found on a host then a
warning is displayed because the process maytfainime. This is a warning and not
an error because many applications have librangsléad dlls based on the capabilities
of the system they run on and do not fail whenl #&sdhissing.

There are some problems that can cause a joll teHfan run that the Verify Job
tab is not able to check. If the process explidahds a dll by name using the
LoadLibrary function call and this dll does notsixihis error will not be detected. If the
application tries to open a file that does nottesisa host this error will not be detected.
If there is a fault in the application that caugeés crash or if the architecture doesn’t
match these errors will not be detected. There Ineagther run-time errors that can
occur that this tool does not detect. It is predds a tool to diagnose the most common
errors that can be detected without running the job

If the “Use directory staging” check box from tlikpiexec tab is selected a
warning is displayed under the Verify button. ilfedtory staging is selected then there
may be files required by the job that will be capaut to the nodes before the job starts.
The verify command does not copy any files so iy mhiaplay errors even though the job
may run just fine after the directories are copethe nodes.



Web tab

The last tab is the web tab and it shows the wele @ DeinoMPI. You must be
connected to the internet to view this tab.

I3 DeinoMPI 1.0.4 =13

= B8

mpiexec | Credential Store || cluster | web

hitp://mpi_deino net/download htm

T
DeinoMPIl

System requirements:

[Windows 20002P/Server 2003/Server 2003 x64
. INET Frameworlk 2.0

[nstallation instructions:

1. Uninstall any previous version using Add/Remove Programs from the Control Panel.
2. Download the distribution:




Mpiexe.exe
This command line tool can be used to start MP$job

Usage

mpiexec -n <maxprocs> [options] executable [args ..
mpiexec [options] executable [args ...] : [optioasg [args] : ...
mpiexec -configfile <configfile>

Examples
mpiexec -n 4 cpi
mpiexec -n 1 -host foo master : -n 8 worker

Standard options

-n <maxprocs>

-wdir <working directory>

-configfile <filename> -
each line contains a complete set of mpiexec ogtiociuding the executable and
arguments

-host <hostname>

-path <search path for executable, ; separated>

All options
-n X
-np X
Launch x processes.
-localonly x
-n X -localonly
Launch x processes on the local machine.
-machinefile filename
Use a file to list the names of machines to lausrch Each line in the file should
contain one host name. Lines beginning with #igmered. If you want multiple
processes to be deposited on a single host yoadzha colon and a number to
the host name like this: hostA:4
-host hostname
-hosts n hostl host2 ... hostn
-hosts n hostl m1 host2 m2 ... hostn mn
Launch on the specified hosts.
In the second version the number of processes £ m2 + ... + mn.
Example: mpiexec —hosts 3 hostA hostB 2 hostC mgxep
The example would produce 4 processes, 1 on h@stA,hostB and 1 on hostC.
-map drive:\\host\share
Map a drive on all the nodes. This mapping willkeeoved when the processes
exit. Example: mpiexec —map z:\\myserver\myhomd zrimyapp.exe
-dir drive:\my\working\directory
-wdir drive:\my\working\directory



Launch processes in the specified directory. —~add —dir are synonyms.
Example: mpiexec —dir c:\temp —n 4 myapp.exe

-env var val
Set environment variable before launching the Bses.
Example: mpiexec —env VERBOSE 1 —n 4 myapp.exe

-logon
Prompt for user account and password.

-pwdfile filename
Read the account and password from the file secifPut the account on the
first line and the password on the second.

-user <user name>
Select the username to be used from the Credestdia. With this option you
can specify different users for different hostsisTis useful if you have different
user accounts and passwords for different machimhs.user name must match
an account saved in the current user’s Crederttigg s If you have the same user
name on different machines but different passwgodswill have to specify the
machine name in the user account name like thstAvaserA and hostB\userA.
Example: mpiexec —user joe —host Foo —n 2 myapp.axser john —host Bar —n
3 myapp.exe

-exitcodes
Print the process exit codes when each process exit

-noprompt
Prevent mpiexec from prompting for user credentials

-priority class|[:level]
Set the process startup priority class and optiptealel.
class =0,1,2,3,4 =idle, below, normal, abovghh
level =0,1,2,3,4,5 = idle, lowest, below, nornapve, highest
The default is -priority 2:3.

-localroot
Launch the root process directly from mpiexec & host is local. (This allows
the root process to create windows and be debugged.

-path search_path
Search path for executable. Separate paths wathdharacter.
Example: mpiexec —path c:\bin;c:\temp —n 4 myapp.ex

-timeout seconds
Specify a timeout for the job in seconds. If tble fakes longer than the specified
number of seconds mpiexec will kill the processes.
Example: mpiexec —timeout 180 —n 4 myapp.exe

-set_hosts hostA hostB:N hostC ...
Set the default hosts and optionally the numbegarotesses per host. If you want
to specify the number of processes to be depositealhost put a colon at the end
of the host name and then put the number, like tbashost.com:2. This is useful
for multi-CPU machines where you want processessiggrl on hosts one per
CPU.

-set_myhosts hostA hostB:N hostC ...



Set the default hosts for the current user onlge the same format as the —
set_hosts option.
-log
Use the MPE logging library to log the MPI job. chg2 file is produced after
the job finishes which can be converted and vieussdg Jumpshot (requires Java
to be installed on the host).
-validate
Validate that the job can run without actually stay the job. Add this flag along
with all the rest of the mpiexec command line. Tbsts are contacted to
determine if the job can run but executables atestaoted.
Example: mpiexec —validate —n 4 cpi.exe
-stage path
Specify the source directory you want to copy oudlt the nodes before the job is
started.
Example: -stage c:\data\myjob or -stage \\mysemwshare\data
-stage_dest path
Specify the destination directory where you waetstaged directory to be copied
to. If this option is not specified then the saudirectory is used as the
destination.
Example: mpiexec -stage \\myserver\myshare\daagesdest c:\temp\data ...
-stage_recursive
Specify this flag to indicate that you want the eeudirectory to be copied and all
of its sub-directories also.
-stage_wildcards pattern
Specify a wild-card pattern to limit which fileseacopied out to the worker nodes
when staging a directory. Only files that matcis fiattern will be copied.
Example: mpiexec -stage_wildcards *.txt -stageemyi\data ...
-stage_nopull
Specify this flag to indicate that you do not wanty modified files copied back
to the source directory after the job has finish&tle default behavior is for new
or modified files in the staging destination digggtto be copied back to the
source directory after the job has completed. Tagoverrides that option.
-version [hostname]
Print the version of DeinoMPI installed on the sfied machine. If no host is
specified then print the version installed on theal machine.



Debugging Applications
Debugging parallel applications is hard but theeeaafew options provided by
DeinoMPI that can help.

1) This simplest and sometimes most effective wagetbug MPI applications is to add
printf statements to your code. Whenever you addrdf statement, make sure to add a
call to fflush(stdout); after the printf statementstatements. It is important to do so
because the output of applications is buffereddfawt and must be flushed if you want
to see the output immediately. This is true fdest also because unlike on UNIX
systems stderr is buffered on Windows machines.

2) The DeinoMPIwin.exe GUI tool has a Show Messdmgton that can provide useful
information.

First, the Show Messages button will display therent state of the internal MPI
message queues. This can be useful if your apiplichangs and you are not sure why.
You can click the Show Messages button and see mvbasages are in the internal
message queues for each process. Two message@ypsisow up. There can be posted
messages where a process is expecting a messagaskdt received it yet. And there
can be messages that have been received and blufigraot matched yet. Note: some
messages may not correspond directly to user cdelecklls since the implementation
uses internal messages to implement the colledtigeand win MPI functions. But it is
easy to understand these messages because tmegriesl with type information.

Second, the Show Messages button will display tRe fdnction call history for each
process if you have specified the DeinoMPI_USE_CAHISTORY environment

variable. With this option turned on each MPI fuoic call is logged to an internal ring
buffer. When you click the Show Messages butt@enlalst N calls will be printed out for
each process. The default is to save 32 callpnoeess but this can be reduced using the
environment variable, DeinoMPI_CALL_HISTORY_SIZEBet this value to a number
between 1 and 32 to limit the depth of MPI calls p®@cess saved.

3) Jumpshot is a java tool that can be used talpmpplications. It is limited in its
debugging ability though because applications musto completion in order to

generate log files. The primary goal of Jumpskdbiview the runtime patterns of an

MPI application and then analyze these patteriseéoif changes can be made to the code
to optimize the application. Jumpshot has very deVveloped tool options for this kind

of work. See the Jumpshot manual for information.

Using a debugger

There are at least two ways you can use a debtggézp through your parallel
processes. These methods have been tested usikgstial Studio debugger but may
also work with other debuggers.
1) Use a debugger to attach to the running procedggeur application has a
natural wait state then you can simply attach #teudger when the processes are



2)

idle. Otherwise you can add code to the beginoingpur application to cause it
to wait. For example: you could create a localalde, set it to true and add a
while (local_variable) { Sleep(100); } statememZ/hen you start the application
using mpiexec.exe all the processes will be stocdkis infinite loop. Use the
debugger to attach to the processes and set thle Vaciable value to false. Then
you will be able to step through the process. ¥ouwid also make this Sleep
block depend on a command line parameter so thatgo attach to a specific
process instead of all of the processes. Deperadirige user privileges you may
get Access Denied errors when trying to attachreocgsses started by
mpiexec.exe because the processes are started DgthoPM service. If this is
the case you can use the —localonly flag to dta@rptocesses: “mpiexec.exe -
localonly ...”. This will start the processes ditgdtom the current user’s
environment.
A second method is to start each process by h¥od.will set up the
environment for each process and start the debdggeach process. In order to
debug processes directly without attaching to nugmrocesses you will need to
set up the environment variables for each proc¥ssl can set the environment
variables, start the debugger and then step thrthegprocess. When you start a
job this way the dynamic process functions like MBdmm_spawn will not be
available. The smallest set of variables requiodoe set are:
PMI_ROOT_HOST, PMI_ROOT_PORT, PMI_ROOT_LOCAL, PMARK,
PMI_SIZE, PMI_KVS, PMI_WDLL NAME. Here is a batdthe that can be run
to set the variables for each process:

« if "%1" == "" goto HELP
if "%2" == "" goto HELP
set PMI_ROOT_HOST=%COMPUTERNAME%
set PMI_ROOT_PORT=9222
set PMI_ROOT_LOCAL=1
set PMI_RANK=%1
set PMI_SIZE=%2
set PMI_KVS=deinompi
set PMI_WDLL_NAME=none
goto DONE
*HELP
REM usage: setmpi2 rank size

« :DONE
Save this text as setmpi2.bat and then use itllasvia Bring up a command
prompt for each process in the job. Let's assumeayre starting a two process
job. Bring up two command prompts and executddhewing in the first one:
“setmpi2.bat 0 2”. Then execute this in the secomet “setmpi2.bat 1 2”. The
first prompt will be rank 0 in a job of size 2. &kecond prompt will be rank 1 of
size 2. Then from the each command prompt exetidggenv.exe myapp.exe”.
Substitute the name of your application for myapp.eDevenv.exe is probably
located at C:\Program Files\Microsoft Visual Studio
8\Common7\IDE\devenv.exe. At this point you wiive two debuggers open.
Now you can step through each process independesitlg the two debugger
windows. There is one requirement to steppingutinahe processes. You must
step over MPI_Init in the root process, procedw# €, before calling MPI1_Init



from the other processes. Also you can restanptbeesses from within the
debuggers but you have to restart all of them aaklensure process 0 calls
MP1_Init first.

The setmpi2.bat script assumes that the job willon a single host. If you want
to run on multiple machines you will need to chattgePMI_ROOT_HOST
environment variable to be the name of the hostavpeocess 0 is started. For
example: on the second host you could execute fs2tbat 1 2” and then “set
PMI_ROOT_HOST=first_host_name”.

Command line tools

The following command line tools are provided tport DeinoMPI.
create_credential_store.exe and manage_credestiistovide command line options
equivalent to those found in the GUI DeinoMPIwiredrol. manage_public_keys.exe is
an administrative tool that provides additionaldtionality not replicated in the GUI

tool.

create_credential_store.exe

This tool creates a Credential store for the cumser. It can be run in interactive mode,
with a response file, or use defaults.

Run create_credential_store.exe with no paramatetst will prompt you for the
information necessary to create a store.

1. First it displays an introductory message and dsksu want to create a
Credential store. If you specify yes it continoéserwise it exits.

2. Then it prompts for a password to protect the peikay in the Credential store.
If you do not enter anything by simply hitting eniteprompts you to confirm that
you do not want the key to be password protected.

3. Then it prompts you for the type of encryption totpct the keys with. If you
select “none” the keys will not be encrypted. dyselect “protect” it will use the
Windows API protect data functions to encrypt tegk This type of encryption
is user specific and can only be decrypted by thieeat user. Stores protected
this way cannot be used by other users even ifkheyw the password protecting
the store. If you entered a password in step 2 ginird option is available:
symmetric encryption. This option uses the pasdumcreate a symmetric key
to encrypt the store. This type of encryption bardecrypted by any user who
knows the password.

4. Then it prompts for the location to save the Crédéntore. The options are to
save it in the Windows registry for the currentrys@ a removable device like a
USB drive, or on the hard drive.

5. Then the Credential store is created and afterwthegser is ready to use
manage_credentials.exe to add user credentidhe tetdore and mpiexec to start
MPI jobs.



Run create_credential_store.exe with a filenantbeérst parameter and it will use the
data in the specified file to create a credent@ies The response file has three lines in

It.

1) The first line is the password. Leave this linernk if you don’t want the
store password protected.

2) The second line specifies which type of encryptmnse. Specify ‘protect’,
‘symmetric’, or ‘none’.

3) The third line contains the path to the locatiorerenyou want the store
saved or the keyword ‘registry’ to save it in thgrent user’s registry hive.

Example response file:

foobar

protect

C:\me\mydata

Run create_credential_store.exe —default to ceeatedential store with the default
settings. The defaults are no password, protadtyegistry.

manage_credentials.exe

This tool manages user credentials stored in thewuuser’s Credential store. Run it
with no parameters and it will output a usage mgss$aiefly explaining the options.

manage_credentials /add [username] [password]

0 Add a credential to the store.

o If you do not enter a username and or passwordwibbe prompted to
enter these parameters. If a credential with éimesusername already
exists in the store it will be replaced.

manage_credentials /remove [username]

o Remove the credential from the store.

manage_credentials /list

o List all the usernames in the store.

manage_credentials /replace_keys

o Create a new private and public key and re-enalphe existing
credentials in the store.

manage_credentials /set_location [path or "redistry

o Point the current user to the Credential storeifpdc

o Provide either the full path to the Credential stiile or registry to refer to
the Windows Registry.

manage_public_keys.exe

This tool manages the Credential store public keythe current user and the current
machine. Some options to this tool require adrriaisr privileges to execute. Run it
with no parameters and it will output a usage mgss$aiefly explaining the options.

User level options:

manage_public_keys /export <filename>
o Export the public key from the current user's Creidé Store and save it

to the specified file.



* manage_public_keys /export <filename> <CredentmtStlename>
o Export the public key from the specified Credenfdre and save it to the
specified file.
Administrator level options:
* manage_public_keys /import <filename>
o Import the public key from the specified file arals it in the PublicKey
store for the local machine.
* manage_public_keys /list
o List the public keys in the PublicKey store for tbeal machine.
* manage_public_keys /remove <public key hash>
o0 Remove the public key in the PublicKey store fa lincal machine that
corresponds to the specified key hash
* manage_public_keys /clear_all
o Remove all public keys in the PublicKey store tog tocal machine
* manage_public_keys /auto_keys <true or false>
o Set the policy on the local machine to either atoep public keys from
incoming connections automatically or reject thefrauto_keys is set to
false then all user keys must be individually intpdrinto the PublicKey
store using the /import option.

Support

Send bug reports and other correspondensagport@deino.net




